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Abstract— As sensor networks could be deployed in a hostile region to perform critical missions, the sensor networks are unattended and 
the sensor nodes normally are not equipped with tamper-resistant hardware. This allows a situation where the adversary can compromise 
one sensor node, fabricate many replicas having the same identity from the captured node, and place these replicas back into strategic 
positions in the network for further malicious activities. This is a so-called node replication attack. Since the credentials of replicas are all 
clones of the captured nodes, the replicas can be considered as legitimate members of the network, making detection difficult. Based on 
the assumption that a sensor node, when attempting to join the network, must broadcast a signed location claim to its neighbors, most of 
the existing distributed detection protocols adopt the witness-finding strategy to detect the replicas. In particular, the general procedure of 
applying witness-finding to detect the replicas can be stated as follows. After collecting the signed location claims for each neighbor of the 
node , where and denote the location of and the digital signature function respectively, sends the collected signed location claims to a 
properly selected subset of nodes, which are witnesses. When there are replicas in the network, the witnesses, according to the received 
location claims, have possibility to find a node ID with two distant locations, which implies that the node ID is being used by replicas. 
Afterward, the detected replicas can be excluded using, network-wide revocation. 

Index Terms— attack, claim node, identity, replication, sensor node, witness node, wireless sensor networks.   

——————————      —————————— 

1 INTRODUCTION                                                                        
 

Wireless Sensor Network (WSN) is a collection of sensors 
with limited resources that collaborate in order to achieve a 

common goal. Sensor nodes operate in hostile environment such 
as battle fields and surveillance zones. Due to their operating 
nature, WSNs are of unattended, hence prone to several kinds of 
novel attacks. The mission-critical nature of sensor network ap-
plications implies that any compromise or loss of sensory re-
source due to a malicious attack launched by the adversary-class 
can cause significant damage to the entire network. Static WSN 
contains more number of sensor nodes in it, for sense data from 
environment, those are situated as stable position in the network, 
they don’t move anywhere inside the network. Mobile WSN has 
little different from Static WSN, it also contains more number of 
nodes in it, but those nodes are always in moving inside the net-
work for sense data. We can classify sensor network attacks into 
three main categories: Identity Attacks, Routing Attacks & Net-
work Intrusion. Identity attacks intend to steal the identities of 
legitimate nodes operating in the sensor network. The identity 
attacks are classified as Sybil attacks and Clone (Replication) 
attacks. In Sybil attack, the WSN is subverted by a malicious 

node which forges large identities in number of fake order to dis-
rupt the network’s protocols. Principally, a node replication at-
tack in WSN is an attempt by the adversary to add one or more 
nodes to the network that use the same ID as another node in the 
network.  

An identity attack called replication attack where one or more 
nodes  illegitimately  claim  an  identity  of  legitimate  node  and 
replicated  in  whole  WSN. The detection of node replication 
attacks in a wireless sensor network is therefore a fundamental 
problem.     

2   IMPLICATION OF REPLICATION ATTACK 
2.1 Goals 

   For  a  given  sensor  network,  we  assume  that  sensor  node  
not  tamper  proof  and  deployed  in unattended location. The 
adversary can capture the node collect all the secret keys, data 
and code stored on it. All the credentials are exposed to the at-
tacker.  The attacker can easily replicate it in a large number of 
clones and deploy them on the network. We  evaluate  each  pro-
tocol’s  security  by  examining  the  probability  of  detecting  an 
attack given that the adversary inserts L replicas of a subverted 
node. . The protocol must provide robust detection even if the 
adversary captures additional nodes. We also evaluate the effi-
ciency of each protocol. The Communication (for both sending 
and receiving) among nodes requires at least an order of magni-
tude power than any other operation. So our first priority to min-
imize the communication  cost  for  both  whole  network  and  
individual  nodes  (hotspots quickly  exhausts power), which one 

A 

———————————————— 
• R.Harikrishnan is currently working as Assistant Professor in Department 

of Information Technology, P.B. College of Engineering in Anna Universi-
ty, India, PH-91-9865870701. E-mail: hari.rrec@gmail.com 

• S.Narendran is currently pursuing master of engineering program in 
Computer and Communication,P.B. College of Engineering in Anna Uni-
versity, Country, PH-91-8903265800. E-mail: narentech21@gmail.com 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 6, June-2014                                                                                                      12 
ISSN 2229-5518   
 

IJSER © 2014 
http://www.ijser.org  

of the limitation of WSN. Another limitation is memory. Thus 
any protocol requiring a large amount of memory will be imprac-
tical. 

2.2 Sensor Network Environments 
A sensor network usually lies of hundreds, or even thousands, 

of small, low-cost nodes distributed over a wide area. The nodes 
are required to function in an unsupervised fashion even  if  new  
nodes  are  added,  or  old  nodes  disappear (e.g.,  due  to  power  
loss  or  accidental damage). While some networks include a cen-
tral location for data collection, many operate in an entirely dis-
tributed manner, allowing the operators to retrieve aggregated 
data from any of the nodes in the network. Furthermore, data 
collection may only occur at irregular intervals. We  also  assume  
that  the  adversary  cannot  readily  create new  IDs  for  nodes.  
Newsome et al. describe several techniques to prevent the adver-
sary from deploying nodes with arbitrary IDs. For example, we 
can tie each node’s ID to the unique knowledge it possesses. If 
the network uses a key predistribution scheme, then a node’s ID 
could correspond to the set of secret keys it shares  with  its  
neighbors  (e.g.,  a  node’s  ID  is  given  by  the  hash  of  its  
secret  keys).  In  this system,  an  adversary  gains  little  ad-
vantage  by  claiming  to  possess  an  ID  without  actually hold-
ing  the  appropriate  keys. Assuming the sensor network imple-
ments this safeguard, an adversary cannot create a new ID with-
out guessing the appropriate keys (for most systems, this is infea-
sible), so instead the adversary must capture and clone a legiti-
mate node.  

3 SOLUTIONS TO REPLICATION ATTACKS AND 
COUNTERMEASUREMENTS    

    Solutions  to  replication  attack  should  follow  three key  
design  goals  for  replica  detection schemes. First, replica 
nodes should be detected with minimal communication, com-
putational, and storage overheads. Second,  the  detection  
schemes  should  be  robust  and  highly  resilient against  an  
attacker’s  attempt  to  break  them. More specifically, the 
schemes should detect replicas unless the attacker compro-
mises a substantial number of nodes. Finally, there should be 
no  false  positives,  meaning  that  only compromised  and  
replica  nodes  would  be  detected  and revoked. This is im-
portant to prevent the attacker from turning a replica detec-
tion scheme into a tool for denial of service attacks. 
    Replication attack detection protocols classified as two cate-
gories of WSN: Centralized and Distributed approaches. These 
approaches have their own merits and demerits. The main 
ideas of these schemes are to have nodes report location 
claims that identify their  positions  and  attempt  to  detect  
conflicting  reports  that  signal  one  node  in  multiple loca-
tions. 
 
3.1 Centralized Detection Approaches 

    In static WSN, The centralized approaches are simple, local 
detection (SET) and fast detection scheme with Sequential prob-
ability ratio test (SPRT) have been analysed. 

In a Simple Centralized approach, the Base Station (BS) acts as 
centralized entity, each node sends a list of its neighbor nodes 
and their claimed locations to a base station. If the base station 
finds that there are two far distant locations for one node ID, 
then the node clone must have occurred.  The  BS  simply  
broadcasts  through  the  whole  network  to  expel  the  cloned  
nodes. Then, the BS will revoke the replicated nodes. 
    Local Detection (SET) manages to reduce the communica-
tion cost of the preceding approach by computing set opera-
tions of exclusive subsets in the network. First, SET launches 
an  exclusive  subset  maximal  independent  set  (ESMIS) al-
gorithm  which  forms  exclusive  unit subsets  among one-hop 
neighbors  in  an  only  one  disjointed  subset  which  are  con-
trolled  by  a randomly decided leader. 
     Fast detection with SPRT for Mobile WSN presents  SPRT  
has  been  proven  to  be  the  best  mechanism  in  terms  of  
the  average number  of  observations  that  are  required  to  
reach  a decision  among  all  sequential  and  non sequential 
test processes. SPRT can be thought of as one dimensional 
random walk with lower and upper limits. the technique to 
detect replica attacks in mobile sensor networks. In static sen-
sor networks, a sensor node can be considered to be replicated 
if it is placed at more than one location.  
 
3.2 Distributed Detection Approaches 
    Distributed detection approaches can be classified broadly 
in to three categories in Static WSN: Node-to network Broad-
casting and Witness Based strategy. And also, extremely Effi-
cient Detection (XED) and Efficient Distributed Detection 
(EDD) are detection approaches in Mobile WSN. 
 i) Node-to network Broadcasting 
    This detection approach utilizes a simple broadcast proto-
col. Basically,  each  node  in  the network  uses  an  authenti-
cated  broadcast  message  to  flood  the  network  with  its  
location information. Each  node  stores  the  location  infor-
mation  for  its  neighbors  and  if  it  receives  a conflicting 
claim, revokes the  offending  node. 
ii) Witness finding strategy 

  Most  of  the  existing  distributed  detection  protocols   
adopt  the  witness  finding strategy,  in  which  each  node  finds  
a  set  of  sensor  nodes  somewhere  as  the   witnesses  for 
checking whether there are the same IDs used at different loca-
tions, to detect the replicas. 

 In the Random Multicast (RM), when a node broadcasts its lo-
cation, each of its neighbors sends  (with  probability  p)  a  digi-
tally  signed  copy  of  the  location  claim  to  a  set  of  randomly 
selected nodes. Assuming there is a replicated node, if every 
neighbor randomly selects O(√n) destinations, then exploiting the 
birthday paradox, there is a non negligible probability at least one 
node will receive a pair of non coherent location claims. The 
node that detects the existence of another node in two different 
locations within the same time-frame will be called witness. The  
RM  protocol  implies  high  communication  costs:  Each  neigh-
bor  has  to  send  O(√n) messages. 

In the Line Selected Multicast (LSM) protocol, uses the rout-
ing topology of the network to detect replication, each node 
which forwards claims also saves the claim.  That is, the forward-
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ing nodes are also witness nodes of a node which has the node ID 
in a claim. Therefore, LSM gives a higher detection rate than that 
of RM. 

SDC and P-MPC can be thought of as the cell versions of RM 
and LSM. Compared to RM and LSM, which forward location 
claims node by node, SDC and P-MPC forward location claims 
cell by cell. 

4   CHALLANGE IN DETECTING REPLICAS IN MOBILE 
ENVIRONMENTS      

    The witness-finding strategy exploits the fact that one sen-
sor node cannot appear at different locations, but, unfortu-
nately, the sensor nodes in mobile sensor networks have the 
possibility of appearing at different locations at different 
times, so the above schemes cannot be directly applied to mo-
bile sensor networks. Slight modification of these schemes can 
be helpful for applicability to mobile sensor networks. For 
instance, the witness-finding strategy can adapt to mobile en-
vironments if a timestamp is associated with each location 
claim. In addition, setting a fixed time window ‘t’ in advance 
and performing the witness-finding strategy for every ‘t’ units 
of time can also keep witness-finding feasible in mobile sensor 
networks. Nevertheless, accurate time synchronization among 
all the nodes in the network is necessary. Moreover, when 
witness-finding is applied to mobile sensor networks, routing 
the message to the witnesses. After identifying the replicas, a 
message used to revoke the replicas, possibly issued by the 
base station or the witness that detects the replicas, is usually 
flooded throughout the network. Nevertheless, network-wide 
broadcast is highly energy-consuming and, therefore, should 
be avoided in the protocol design. 
       Witness-finding could be categorized as a strategy of co-
operative detection; sensor nodes collaborate in certain ways 
to determine which ones are the replicas. In this regard, the 
effectiveness of witness-finding could be reduced when a 
large number of sensor nodes have been compromised, be-
cause the compromised nodes can block the message issued 
by the nodes near the replicas. Hence, the witness nodes can-
not discover the existence of replicas. To cope with this issue, 
localized algorithms could enhance the resilience against node 
compromise. 
   In spite of the effectiveness in detecting replicas, all of the 
schemes adopting witness-finding have the common draw-
back that the detection period cannot be determined. In other 
words, the replica detection algorithm can be triggered to 
identify the replicas only after the network anomaly has been 
noticed by the network planner. Therefore, a detection algo-
rithm that can always automatically detect the replica is desir-
able. 
Since the existing algorithms are built upon several other re-
quirements, we have found that the common weakness of the 
existing protocols in detecting node replication attacks is that 
a large amount of communication cost is still unavoidable. 

 5  THE PROPOSED METHODS 
In this section, our proposed algorithms, eXtremely Efficient 

Detection (XED) and Efficient Distributed Detection (EDD) for 
replica detection in mobile networks will be described. 

 
5.1 Contributions 
  To detect the node replicas in mobile sensor networks, two 
localized algorithms, XED and EDD, are proposed. The tech-
niques developed in our solutions, challenge-and-response 
and encounter-number, are fundamentally different from the 
others. 
Our algorithms possess the following advantages: 
 
• Localized Detection: XED and EDD can resist node replica-
tion attacks in a localized fashion. Note that, compared 
to the distributed algorithm, which only requires that nodes 
perform the task without the intervention of the base station, 
the localized algorithm is a particular type of distributed algo-
rithm. Each node in the localized algorithm can communicate 
with only its one-hop neighbors. This characteristic is helpful 
in reducing the communicationoverhead significantly and 
enhancing the resilience againstnode compromise. 
 
•Efficiency and Effectiveness: The XED and EDD algorithms 
can identify replicas with high detection accuracy. Notably, 
the storage, communication, and computation overheads of 
EDD are all only O(1). 
 
• Network-Wide Revocation Avoidance: The revocation 
of the replicas can be performed by each node without 
flooding the entire network with the revocation messages. 
 
• Time Synchronization Avoidance: The time of nodes in the 
network does not need to be synchronized. 
 
5.2 XED 
 In eXtremely Efficient Detection (XED), the basic operations of 
this protocol are as follows: Once two sensor nodes encounter 
each other, they respectively generate a random number, and 
then exchange the random numbers. If the two nodes meet 
again, both of them request the other for the random number 
exchanged at earlier time. If the other cannot reply or replies a 
number which does not match the number stored in its 
memory, it announces the detection of a replica. 
 To  a  smart  attacker,  this  scheme  is  weak,  and  he/she  
can  establish  secret  channels  among replicas. By this way, 
replicas can share the random numbers, and make the proto-
col fail.   
Only constant communication cost O (1) is required and the 
location information of sensor nodes is unnecessary.The effec-
tiveness of XED, unfortunately, heavily relies onthe assump-
tion that the replicas do not collude with each other. When 
replicas can communicate with each other, the replica can al-
ways share the newest received random numbers with the 
other neighboring replicas, thus degrading the detection capa-
bility because multiple replicas are able to reply with the cor-
rect random number to encountered genuine nodes according-
ly. This weakness will be solved in EDD. 
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5.3 EDD 
   The basic idea behind Efficient and Distributed Detection 
(EDD) scheme is:  
1) For network without replicas, the number of times, µ1, that 
the node u encounters a specific node v, should be limited in a 
given time interval of length T with high probability.  
2) For a network with two replicas v, the number of times µ2,  
that u encounters the replicas with a same ID should be larger 
than a threshold within  the time interval of length T. Accord-
ing to these observations, if each node can discriminate be-
tween these two cases, each node has the ability to identify the 
replicas. The EDD scheme composed of two steps: off-line and 
on-line. Off-line step is performed by the network planner 
before sensor deployment, to calculate the parameters time 
period T and threshold. Online step performed by each node 
per move. Each checks  whether  the  encountered  nodes  are  
replicas  by  comparing  threshold  with  number  of encounter 
at the end of time interval T. This schemes leads to storage 
overhead since, each node should maintain list L. 
 
TABLE 1: Memory Consumption of the Proposed Schemes 
 

 ROM RAM 
XED 13434 Bytes 633 Bytes 
EDD 11418 Bytes 531 Bytes 

 
TABLE 2: Detection Speed of the Proposed Schemes 
 

 Detection Speed 
XED 0.25 seconds 
EDD 0.043 seconds 

 

6 PERFORMANCE EVALUATION  
   Five performance metrics are used in our evaluation: 
 
i) Detection Accuracy—Detection accuracy is used to represent 
the false positive ratio and false negative ratio of the underly-
ing detection algorithm, which are the ratios of falsely consid-
ering a genuine node as a replica and falsely considering a 
replica a genuine node, respectively. 
ii) Detection Time—Detection time is evaluated according to 
the average time (or, equivalently, the number of moves) 
required for a genuine sensor node u to add the replica’s 
ID into β(u). 
iii) Storage Overhead—Storage overhead is counted in terms 
of the number of records required to be stored in each node. 
Here, the records differ in different algorithms. For example, a 
record is a tuple containing an ID, time, location, and signa-
ture in while a record involves only an ID, location, and signa-
ture in If the storage overhead is counted in terms of the num-
ber of bits, a multiplicative factor O(log n) is obviously needed 
due to the space for IDs. Nonetheless, for fair comparison, we 
do not use such bit-based storage estimation. 
iv) Computation Overhead—Computation overhead accounts 
for the number of operations required for each node to be 

executed per move. 
v) Communication Overhead—Communication overhead ac-
counts for the number of records required for each node to 
be transmitted. Similarly, it can be considered in terms of the 
number of bits, but we do not use such a kind of estimation. 

TABLE 3:  DETECTION MECHANISMS PERFORMANCE OVERHEADS 
   

Schemes Communication 
Cost 

Memory 

SET O (n) O (d) 
Node-to-Network 
(Broadcast) 

O (n2 ) O (d) 

Randomized Mul-
ticast 

O (n2 ) O (√n) 

Line-Selected Mul-
ticast 

O (n√n) O (√n) 

SDC O (rf √n) + O(s) g 
P-MPC O (rf √n) + O(s) g 
XED O (1) -- 
EDD O (1) 1 

 

Where, 

n- Number of nodes in Network 

d- Degree of neighbouring nodes 

g- Number of witness nodes 

r- Communication radius 

rf - Number of neighbouring  nodes  forwards  location claims. 
     
     As future work, we can enhance localized algorithms 
with facilitate on Zone Routing Protocol which splits Mo-
bile WSN as more number of Zones. In each zone, leader 
node will be generated by this protocol as dynamically at 
regular time periods for detect replicas as efficiently. 

 

7   CONCLUSION 
Based on the assumption that a sensor node, when attempting to 
join the network, must broadcast a signed location claim to its 
neighbors, most of the existing distributed detection protocols 
adopt the witness-finding strategy to detect the replicas. In par-
ticular, the general procedure of applying witness-finding to de-
tect the replicas can be stated as follows. After collecting the 
signed location claims for each neighbor of the node , where and 
denote the location of and the digital signature function respec-
tively, sends the collected signed location claims to a properly 
selected subset of nodes, which are witnesses. When there are 
replicas in the network, the witnesses, according to the received 
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location claims, have possibility to find a node ID with two dis-
tant locations, which implies that the node ID is being used by 
replicas. Afterward, the detected replicas can be excluded using, 
network-wide revocation. 
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